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Summary: Multimodal machine learning is the study of computer algorithms that learn and improve
through the use and experience of multimodal data. It brings unique challenges for both computational and
theoretical research given the heterogeneity of various data sources.

In week 12’s discussion session, the class aimed to understand potential issues related to trust and ethics of
artificial social agents. The following was a list of provided research probes:

1. During the past weeks, we studied technologies to enable artificial social agents. To help us understand
the potential issues related to trust and ethics, it is good to first reflect on what applications are best
suited for these technologies. What are the domains where you see artificial social agents having the
most impact, in the short term and in the long term? In general, in which applications modeling is it
particularly important to model social intelligence?

2. As socially-intelligent technologies are being deployed in houses and also in companies, people will
start iterating with them multiple times, potentially over a long period of time, and maybe even
creating relationships. What would be all the dimensions to consider when thinking of human-agent
relationships? Should we replicate human-human interactions and relationships? How to define this
relationship? A taxonomy of human-agent relationships?

3. How can we build social agents that are able to build long-term relationships? What are the main
technologies missing to be able to build such relationships?

4. Another important facet is trust between humans and technology. What are all the facets of trust
that are particularly important for social interactions with artificial social agents? Do they differ for
human-human trust? Or differ from other AI technologies? How can we build trust between artificial
social agents and people? What design principles should we follow to ensure trustworthy technologies?
How to be careful not to deceive users and properly manage expectations?

5. What are the potential ethical issues related to artificial social agents? From all the ethical issues related
to AI technologies in general, which ones are particularly important in artificial social intelligence?

6. What are the design principles and research strategies that we should consider when building artificial
social intelligence? As academic researchers, how can we help design and implement these principles
and strategies? In our own research, how to integrate these principles?

As background, students read the following papers:

1. Are friends electric? The benefits and risks of human-robot relationships [Prescott and Robillard, 2021]
2. Ethics of Artificial Intelligence and Robotics [Müller, 2021]
3. Formalizing Trust in Artificial Intelligence: Prerequisites, Causes and Goals of Human Trust in AI

[Jacovi et al., 2020]
4. A Systematic Review of Attitudes, Anxiety, Acceptance, and Trust Towards Social Robots [Naneva

et al., 2020]
5. Establishing and Maintaining Long-term Human-Computer Relationships [Bickmore and Picard, 2005]
6. An Introduction to Ethics in Robotics and AI [Bartneck et al., 2021]
7. Granny and the robots: ethical issues in robot care for the elderly [Sharkey and Sharkey, 2012]
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8. How to Evaluate Trust in AI-Assisted Decision Making? A Survey of Empirical Methodologies [Vereschak
et al., 2021]

9. Human vs. AI: Understanding the impact of anthropomorphism on consumer response to chatbots
from the perspective of trust and relationship norms [Cheng et al., 2022]

We summarize several main takeaway messages from group discussions below:

1 Domains of Application of ASI (Probe 1)

The major domains of application for Artificial Social Intelligence (ASI) include perception and expression.
In terms of perception, ASI can be used for tasks such as sentiment analysis, social media monitoring, facial
expression recognition, tonality detection, intention detection, and mental state modeling. ASI is particularly
effective in capturing subtle social signals and situations. ASI can also be used to infer a person’s intentions
if the prompt is unclear.

In terms of expression, ASI can be used for building social bonds, such as in entertainment, education, and
healthcare. In the short term, it can be used for entertainment purposes with relatively few responsibility
issues. In the long term, ASI could potentially be used in healthcare and education. However, the reliability
of ASI needs to be improved before it can be used in these domains. ASI has the potential to create both
dystopian and utopian scenarios, and it will be important to carefully consider the ethical implications of its
use.

These ASI agents can then be used for providing companionship, especially when human capacities are limited
and resource intensive, and providing adequate interactive services. More specifically, these agents would
be most useful as home companions for household tasks, customer service agents such as tour guides that
understand different cultural and social cues, mental health care agents in between sessions, and companions
for relieving social isolation. In all these settings, these roles will be augmented by agents rather than
be replaced by them. Therefore, the quality of service and care will increase without reducing the job
market.

2 Human-Agent Relationships (Probe 2)

2.1 Taxonomy

The taxonomies of human-ASI (Artificial Social Intelligence) relationships can be broadly classified into two
main categories: relationship design and relationship type.

In terms of relationship design, the focus is on how the human-ASI relationship is designed, taking into
account various factors such as the type of interaction, the degree of autonomy of the ASI, and the nature of
the tasks performed. One example of a taxonomy of human-ASI relationship design is the following:

Design Goal Types Descriptios
Service-oriented ASI designed to perform tasks for humans, such as scheduling, organizing, or

providing information.
Social-oriented ASI designed to interact with humans in a social context, such as for companion-

ship, entertainment, or therapy.
Collaboration-oriented ASI designed to work alongside humans in a collaborative manner, such as for

creative projects, problem-solving, or decision-making.

Table 1: Human-Agent Relationship Design Taxonomy

In terms of relationship type, the focus is on the nature of the relationship between humans and ASI. One
example of a taxonomy of human-ASI relationship type is the following:

Other taxonomies of human-ASI relationships may also consider additional factors, such as the degree of
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Relationship Types Description
Virtue friends ASI designed to foster positive character traits in humans, such as empathy, kindness,

or compassion.
Utility friends ASI designed to provide a useful service to humans, such as for productivity or

convenience..
Pleasure friends ASI designed to provide entertainment or enjoyment to humans, such as for gaming,

socializing, or leisure activities.

Table 2: Human-Agent Relationship Type Taxonomy

emotional engagement, the potential for loneliness reduction, or the risk of dependence on ASI. During the
discussion, it was emphasized that ASI should not try to replicate all aspects of human behavior, especially
negative traits like stubbornness. Instead, ASI should be designed to be compatible with humans and our
flaws. However, there is a risk that this approach may create a hierarchy between humans and ASI, resulting
in a unilateral relationship. Another addressed point is the need to balance reduction of loneliness and human
detachment with the risk of creating overly docile robots. It was suggested that ASI is not the only way
for loneliness reduction since it could also be achieved through encouraging people to interact with other
humans.

Ultimately, the taxonomies of human-ASI relationships aim to provide a framework for understanding the
different types of relationships that can be formed between humans and ASI, and how these relationships can
be designed to optimize their benefits and minimize their drawbacks.

2.2 Human-Agent Collaboration

With the current limitations of ASI, it will be important for agents to know when to ask for humans to be
in the loop. This will be extremely important for agents designed for high-stake situations in medical and
healthcare domains. Most useful might be a hybrid of avatar-agent model where humans sometimes control
the agents when necessary. In all the design goals mentioned in Table 1, there might arise situations in which
users do not want to or cannot give full authority to agents to make the correct decisions. For example, for
a social agent designed to alleviate loneliness, it will be crucial to reach out for human help when the user
shows signs of self-harm or suicide. Therefore, it will be critical for humans and AI to develop a trusting
cooperative relationship and for agents to learn effective communication with humans.

3 Long-term Relationships (Probe 3)
Long-term relationship between agents and humans can be fostered through continued interaction and
personalization. One key challenge for ASI in achieving relationships with humans is to know when humans
want to interact with them, as currently, users have to initiate the interaction. To address this challenge,
information theoretic signals can be used to indicate the user’s intent, but the level of signal required may
vary. Another challenge for ASI is to handle interactions that fall outside their training domain. To solve
this, ASI can be trained on a distribution of customer issues in fields like customer service to make them
more effective in handling queries.

4 Trust (Probe 4)

Trust is a crucial factor in the adoption and use of Artificial Social Intelligence (ASI). Trust in ASI is
subjective and depends on what individuals trust them on. Some people may not trust ASI due to privacy
concerns as someone will have access to the data. Some people trust ASI due to their assumption that ASI is
selfless.

The concept of trust in ASI can be classified into two categories: performance and disclosure. The former
pertains to the dependability of AI in carrying out tasks, while the latter pertains to the extent to which
individuals are willing to reveal their thoughts, feelings and confidential information to the technology. There
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is also a concept of trust called Virtue friend, which is a form of trust where values and virtues match. This
is difficult for ASI to achieve for now as they do not have a set of virtues. Moreover, the trust mechanism
between human and ASI is fundamentally different from human-to-human trust. Humans trust each other,
but robots trusting people is not bidirectional.

There are several crucial technical aspects we need to consider when building trustworthy ASI. Memory is
crucial for building trust in ASI. If ASI keeps asking the same questions, it may not be considered a sincere
agent. Knowledge retainment is crucial, and prompt prepending is not sufficient. If ASI is exposed to too
much information, it may have seen too many opinions/identities, and there will be no consolidation of
personality.

In conclusion, trust in ASI is complex and subjective, and it varies depending on individuals and their
experiences. To build trust in ASI, transparency, sincerity, and knowledge retention are essential, but it is
also important to recognize the fundamental differences in trust between humans and machines. ASI should
also be designed to have a clear set of values and virtues that match human values and ethics.

5 Ethical Issues (Probe 5)

The development of artificial social intelligence (ASI) raises ethical concerns, including issues related to
commercialization and monetization. One potential problem is the intentional design of addictive software
for manipulative profit maximization. Another issue is virtual cloning, which involves training a model to
duplicate a human’s mind.

The treatment of ASI that exhibits social intelligence is a question. Should they be considered machines
or given certain rights and protections? There are also concerns about how to dispose of or replace ASI if
necessary.

The development of ASI may also change how we value things. Companies will have decision-making power
over the behavior of these machines. In elder care, people may view it as less of a human responsibility to
take care of the elderly if robots become more involved in this domain. Ethical issues must be proactively
addressed to ensure responsible and ethical development and deployment of ASI.

6 Principles and Research Strategies (Probe 6)
When building artificial social intelligence, it’s crucial to consider ethical principles and research strategies.
One primary ethical concern is ensuring social agents do not manipulate users or violate their privacy or
evade liability. To prevent manipulation, it’s essential to have secure privacy, and take liability into account.
Anthropomorphism is also an important consideration, particularly in education, where children may view AI
as an authoritative figure without critical thinking skills. Therefore, increasing human involvement in agents
may be necessary to ensure that children understand they are under parental control.

As academic researchers, we could work on developing new techniques for testing AI systems, including
adversarial testing, to ensure that they are robust and effective. We can educate policymakers and the public
about the importance of responsible AI development and advocate for policies that protect the public from
potential harm.

In our own research, we can integrate these principles by prioritizing ethical considerations and designing
experiments that test AI systems in realistic scenarios. We can also ensure that our data collection methods
are respectful of users’ privacy and that our AI models do not perpetuate biases or stereotypes.
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