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Summary: Artificial social intelligence (ASI) research focuses on advancing AI systems that can perceive
and interpret human social information (e.g., communication patterns, pragmatics, intent) and engage in
seamless human-AI interactions. In week 11’s discussion session, the class focused on discussing multimodal
social understanding, which focused on the challenges and future directions for modeling skills and abilities
that underlie social scene understanding. The following was a list of provided research probes:

1. This week, we will discuss AI technologies for social understanding. A popular trend is to learn
large-scale pre-trained models, such as the MERLOT Reserve model. What social skills and abilities
are likely to be well suited to be modeled and understood by large-pretrained models? Which ones will
require a different approach?

2. A different approach is to explicitly represent and model intermediate stages of the social understanding
process, including the detection of the unimodal and multimodal behaviors related to social interactions.
One example is to explicitly learn and model graphically the behaviors, interactions and relationships
between people using graphs or similar representations. When should we use such an approach to better
understand social interactions? What are the pros and cons of this approach?

3. Many large-scale pre-trained models are learned through masking. In what situations do you expect
masking to succeed, and as importantly, when will it fail? If not using masking, how should we learn
models for social understanding?How to integrate theories and knowledge of social intelligence in these
large-scale pretrained models? Do we need motion to understand social interactions, or can it be done
from images?

4. To succeed in social understanding, do we need agents to experience and interact themselves? Can it
be learned from observations only? Can it be learned just from text (e.g., Social IQA dataset)? When
is nonverbal and multimodal information helpful? What else would be needed to learn efficiently?
What are the differences between social understanding when second-person view (e.g., social agent) vs
third-person view (outside observer)?

5. Is question-answering the right way to evaluate multimodal social understanding? Are current bench-
marks properly evaluating social understanding, or only a subset such as social perception? What
would be an alternative to this benchmarking paradigm? What would it take for you to be convinced
that an AI system is socially intelligent and can understand social interactions?

As background, students read the following papers:

1. Moviegraphs: Towards Understanding Human-Centric Situations from Videos [Vicol et al., 2018]
2. Merlot Reserve: Neural Script Knowledge through Vision and Language and Sound [Zellers et al., 2022]
3. Review and Challenges of Technologies for Real-Time Human Behavior Monitoring [Dávila-Montero

et al., 2021]
4. Revisiting the “Video” in Video-Language Understanding [Buch et al., 2022]
5. Social signal processing Survey of an emerging domain [Vinciarelli et al., 2009]
6. TVQA: Localized, Compositional Video Question Answering [Lei et al., 2018]

We summarize main takeaway messages from group discussions below:
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1 What social skills and abilities are likely to be well suited to be
modeled and understood by large-pretrained models?

What are the tradeoffs between MERLOT RESERVE and graph-based approaches?

Our group discussed tradeoffs between approaches such as MERLOT RESERVE [Zellers et al., 2022] and
more traditional graph-based approaches with respect to modeling social skills and abilities. We began by
categorizing social skills into two categories: basic social skills and complex social skills. Basic social
skills include sentiment analysis, emotion recognition, and context understanding, corresponding to social
competencies for perception and understanding. More complex social skills include higher order interactions
and relationships among people, as well as counterfactual social reasoning.

Graph-based approaches might be a good way to obtain interaction and relationship skill annotations, since
interactions and relationships can be easily represented as edges between nodes representing individuals.
MERLOT RESERVE would be useful for drawing inferences from multimodal data, due to its powerful joint
encoder over images, text, and audio. MERLOT RESERVE is likely better suited for conducting tasks that
require basic social skills, since these are related to drawing inferences from multimodal data. Our group
speculated that graph-based approaches would likely be better for tasks requiring complex social skills, which
involve reasoning over interactions and relationships, which can be reasoned over in graphs.

What do language models do well and what are areas of limitations?

Language models can perform well at tasks requiring perception and understanding, but not as well at
reasoning. Evidence of this phenomena can be seen in the GPT-4 capabilities paper [Bubeck et al., 2023],
which found that language models struggled with reasoning that required planning and backtracking
in order to reach optional conclusions (examples of failures in GPT-4 reasoning were drawn from domains
such as mathematics). Similarly, our group anticipated that language models would not perform as well in
social reasoning tasks that required multiple steps of planning, especially tasks requiring socially-intelligent
theory-of-mind [Sap et al., 2022]. We also discussed that language models are prone to hallucinations;
addressing and mitigating against these hallucinations is an open research question worth addressing. In
addition, language models currently do not have a robust world model that is embodied [Bisk et al., 2020].
We hypothesized that language models would not be able to answer questions requiring a deep physical
understanding of the world, which can only be gained by experience and interaction. However, methods such
as RLHF may enable language models to develop this ”embodied” understanding of the world via interaction
with humans at-scale [Christiano et al., 2017].

2 How can large pretrained models be useful for social skills and
abilities?

A common challenge with pretrained vision-language models is their capacity to encode harmful biases. These
biases can propagate to downstream tasks [Chuang et al., 2023, Berg et al., 2022] and is especially important
to consider in social tasks. Aside from being harmful to the humans interacting with AI systems based on
these large language models, bias can also skew the model’s ability to perform well across domains. LLMs
are trained on public information, which might be biased to include more social interaction data from large
public groups than small private groups [Dodge et al., 2021]. Small group social norms differ from large
groups and, therefore, an LLM’s social knowledge may suffer gaps in knowledge regarding underrepresented
social groups.

Our group discussed ways we could potentially improve the performance of LLMs for social interactions. To
be more useful for social interactions, LLMs could be finetuned on small group data, if there is not enough
small group data in the original dataset. Additionally, human-in-the-loop methods can be used to finetune
LLMs for social tasks.
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Many social norms are context-specific. LLMs can follow an “observe before participating” approach where
the model observes an interaction for a while and gathers contextual information. Once the LLM has enough
contextual information, it could be better suited for participating in the social interaction. It could be
useful to identify flexible group contexts that cover most small group interactions, in order to train a more
generalized model, which could then more easily adapt to specific small group contexts.

3 What is reasoning and social reasoning?

Our group discussed distinctions between reasoning (including deductive and inductive reasoning) and social
reasoning. Reasoning can be deductive, meaning that an agent starts with a premise or set of premises and
uses them to progressively work towards a conclusion, step-by-step. [Huang and Chang, 2022]. Reasoning
can also be inductive, meaning that an agent starts with data and comes up with probabilities for different
premises that may have generated or created environments that led to the instantiation of that data. Social
reasoning is unique from other types of reasoning because social reasoning includes a mix of both deductive
and inductive reasoning. Our group also identified a key challenge of social reasoning that makes it distinct
from reasoning in physical settings: there are typically multiple correct answers for social reasoning,
which compounds the difficulty of the problem when evaluating whether an agent (both human or machine)
has strong social reasoning capabilities

4 How can we make sure a social agent is doing social understand-
ing and not taking shortcuts?

Transparency and interpretability are often challenges with deep learning models, which sometimes learn
to take shortcuts based on artifacts in the data. For building trustworthy social agents, it is important to
understand the model’s social reasoning, as shortcuts learned from dataset artifacts could lead to incorrect
behavior in real-life situations.

One way to approach this challenge is through additional supervision. Having a “fully labeled” dataset can be
useful for understanding a model’s reasoning, using auxiliary outputs for example, but is difficult to generalize
this to different tasks.

One additional form of supervision could be dynamic mask learning. This approach would involve collecting
data on what humans are focusing on a scenario, and training a model with this data to output attention
masks, demonstrating what data the model is using for social understanding.

Interpretability remains a big challenge for deep learning based social agents, especially LLMs. LLMs distill
knowledge from their training data, and it would be useful to find exactly what an LLM ”knows”. A good
human interpretable format for knowledge could be a knowledge graph. Building a LLM to use a human
interpretable graph structure in its reasoning would address this problem of interpretability. One example
of a potential model for this purpose is a neurosymbolic model, which can combine a symbolic, human
interpretable representation of knowledge with deep learning approaches. One example of a neurosymbolic
model that builds interpretable knowledge graphs is in Bosselut et al. [2021], which dynamically constructs
local commonsense knowledge graphs and then reason on the knowledge graph to answer questions about a
situation.

5 In what situations towards artificial social intelligence do you
expect masking to succeed and in what situations will it fail?

Traditional approaches for masking, based on random masking, do not require reasoning in the objective;
even approaches that select task-specific information to mask [Gu et al., 2020] do not require reasoning.
Therefore, we anticipate that current models trained with traditional random masking objectives will not
perform well in situations that require reasoning skills. Our group characterized social reasoning as a type
of reasoning that includes a mix of deductive reasoning and inductive reasoning, centered on constructing
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plausible explanations of human socioemotional states and generating these states. More advanced masking
techniques, perhaps causally-inspired or in long-range situations, may enable models to learn social intelligence
competencies.
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