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Summary: Multimodal machine learning is the study of computer algorithms that learn and improve
through the use and experience of multimodal data. It brings unique challenges for both computational and
theoretical research given the heterogeneity of various data sources. Recent research directions in multimodal
machine learning have focused on multimodal pretraining and scaling. In Week 6’s discussion, the class
focused on the following discussion probes:

1. Is large-scale pretraining the way forward for building general AI models? What information potentially
cannot be captured by pretraining? What are some potential risks of pretraining and scenarios where
we should not use pretrained models?

2. How can we, in an academic environment, do impactful research in multimodal pretraining? What
would be your proposed multi-year research agenda in this topic?

3. What are the types of cross-modal interactions that are likely to be modeled by current pretrained
models? What cross-modal interactions will be harder to model with these methods? Do you have
proposals for different pretraining data, architectures, or objectives that can better capture these
interactions?

4. How can we best integrate multimodality into pretrained language models? What kind of additional
data and modeling/optimization decisions do we need?

5. What are the different design decisions when integrating multimodal information in pretraining models
and objectives? What are the main advantages and drawbacks of these design choices? Consider not
just prediction performance, but tradeoffs in time/space complexity, interpretability, and so on.

6. How can we evaluate the type of multimodal information learned in pretrained models? One approach
is to look at downstream tasks; what are other ways to uncover knowledge stored in pretrained models?

Students read the following papers (Req = required):

1. (Req) Scaling Laws for Generative Mixed-Modal Language Models [Aghajanyan et al., 2023]
2. (Req) A Generalist Agent [Reed et al., 2022]
3. Scaling Laws for Autoregressive Generative Modeling [Henighan et al., 2020]
4. BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language

Models [Li et al., 2023]
5. VL-InterpreT: An Interactive Visualization Tool for Interpreting Vision-Language Transformers [Aflalo

et al., 2022]
6. Vision-Language Pre-training: Basics, Recent Advances, and Future Trends [Gan et al., 2022]
7. VL-Adapter: Parameter-Efficient Transfer Learning for Vision-and-Language Tasks [Sung et al., 2022]
8. HighMMT: Towards Modality and Task Generalization for High-modality Representation Learn-

ing [Liang et al., 2022]
9. Training Compute-optimal Large Language Models [Hoffmann et al., 2022]

10. Multimodal Pretraining Unmasked: A Meta-analysis and a Unified Framework of Vision-and-language
BERTs [Bugliarello et al., 2021]

11. On the Opportunities and Risks of Foundation Models [Bommasani et al., 2021]
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12. Flamingo: A Visual Language Model for Few-shot Learning [Alayrac et al., 2022]

We summarize several main takeaway messages from group discussions below:

1 Is Pretraining the Future for AI?

Pretraining to gain foundational intelligence: Our discussion group agreed that some amount of
pretraining will be foundational to the future development of AI systems. An an analogy was drawn between
”pretraining” and the ”basic education” that all humans receive before people choose more specialized
(”fine-tuned”) fields to study. Pretraining may be the most effective away to ensure models begin with some
priors about the structure and semantics of the world; these priors can then be used for downstream tasks
[Choi et al., 2022]. What these priors are, especially across modalities, is an open question and one worth
studying by researchers in the coming years (e.g., during visual pretraining, would a model learn visual priors
that are useful for multimodal connections, etc).

Can other architectures outperform large pretrained models? Our group discussed a paper on
ConvNet approaches for outperforming transformers [Liu et al., 2022] and whether additional architectures or
paradigms could be created to outperform pretraining-based approaches.

Counterpoint – is multimodal pretraining necessary? Our group also speculated whether multimodal
pretraining is necessary, compared to pretraining unimodal models and then adapting or fusing them to
perform a desired task. There is also a separate, but related question, about whether pretraining itself is
useful over end-task aware training [Dery et al., 2021].

2 Limitations/Future Directions in Pretraining (Probe 1, 2, 5)

Pretrained models have emerged as powerful tools for solving tasks that require cross-modal knowledge.
However, their performance can sometimes falter when applied to modality-specific downstream tasks. As
such, the use of pretrained models may not always be the most effective strategy. Our group discussed several
limitations of current pretraining/scaling paradigms and future research directions in this area.

Scaling Laws and Bottlenecks: There may be some future bottlenecks in computational resources and
instability in the pretraining process, especially when extending pretraining to the multimodal setting. Papers
that study scaling laws [Aghajanyan et al., 2023, Henighan et al., 2020], especially these laws in multimodal
contexts, will become increasingly important in the years to come.

Knowledge Transfer: Finetuning a pretrained model on another task may have adverse effects on both its
robustness and performance [Wortsman et al., 2022]. In particular, finetuning CLIP on ImageNet could reduce
the model’s robustness to distribution shifts. Not finetuning CLIP and applying it directly to downstream
tasks has the potential to yield better performance. These findings suggest that knowledge transfer, especially
as it relates to pretraining and robustness, is a challenging task worthy of future research investment.

Architecture Restriction: Generally, multimodal pretrained models use transformers as the model backbone.
However, transformers might sometimes not work well on all modalities. For example, ViT [Dosovitskiy et al.,
2020], a transformer-based model in vision, requires additional tuning tricks to obtain higher performance.
This reveals that transformers might not be suitable for some modalities. It is possible that modality-specific
architectures may be more useful in certain contexts; formalizing when and where these contexts occur is an
important future research direction.

Domain-Specific and High-Stakes Problems: Pretrained models have demonstrated remarkable perfor-
mance on general tasks and common research areas such as vision and language. However, they may falter
when adapted to downstream tasks requiring highly-specific domain-knowledge. In addition, fields such as
healthcare will exhibit low error tolerance for multimodal models deployed in real-world settings. In such
scenarios, relying soley on systems built from pretrained models will pose risks, since these models (currently)
are black boxes with no formalized approach for controlling their real-time behavior predictably.
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Computational Requirements: Large pretrained models have computing restrictions due to their size and
complexity, which can make training and inference prohibitively-expensive. This has prompted researchers
to explore efficient model architectures and optimization techniques, such as distillation, pruning, and
quantization, to reduce the computational cost of large pretrained models [Khalili et al., 2022, Sanh et al.,
2019, Zhang et al., 2021].

Robustness: Despite their impressive performance on many tasks, large pretrained models can be vulnerable
to adversarial attacks [Elsayed et al., 2018]. This vulnerability has important implications for the deployment
of large pretrained models in high-stakes applications.

3 Academic Agendas for Multimodal Pretraining (Probe 2)

Merging pretrained models: Even if academics cannot train large models and conduct pretraining from
scratch with purely academic resources, there are a wealth of research questions and directions to pursue in
relation to how to merge the capabilities of unimodal and multimodal pretrained models. Several papers
were mentioned in our discussion towards this direction [Matena and Raffel, 2021, Raffel, 2023, Khanuja
et al., 2021].

Questions during continued pretraining: Academics can study new approaches for masking during
continued pretraining (given a pretrained model, what additional pretraining tasks can be designed to enable
the model to perform well on a desired downstream task) [Gururangan et al., 2020]. Academics can also
study when when it is beneficial to stop pretraining in this setting (when will continued pretraining no longer
be effective?). Can continued pretraining reverse any effects of the base model’s pretraining? Can there be
iterative pretraining approaches to save compute?

Emergence in models: A model can sometimes perform well on a task for which it was not trained [Wei
et al., 2022]. How does this emergent ability develop? Academics can research this phenomena and try to
develop mathematical formalisms for emergence.

Model safety, bias, toxicity: Since the overall goals of industry are not the same as academic, academics
can be well-equipped to explore questions related to multimodal toxicity and bias, and the relationship
between these phenomena and continued pretraining [Ousidhoum et al., 2021].

4 Cross-Modal Interactions and Multimodality (Probes 3, 4)

Multimodal pretraining aims to capture connections and interactions between data across modalities. One
perspective on the role of transformers in this process is that they homogenize the format in which
information is represented at a low level (converts every modality into a sequence of tokens).

Parameters in large models will force a constraint on the types of interactions and amount of cross-modal
information that can be captured by the model. The goal is for models to learn multimodal alignment across
modalities during multimodal pretraining. However, inducing alignment is also possible through approaches
that operate on top of frozen models, as in [Koh et al., 2023].

Multimodal pretraining tasks can influence a model to learn cross-modal relationships. For example, a
next-modality text-audio prediction task (given input text T and possible audio tokens Ax and Ay,
which audio token comes next? In this way, sequences of text would be aligned or related to audio. Another
example give in the discussion was that of word-region alignment [Zhao et al., 2021], which has the model
learn semantic correlation between textual and visual modalities.

There may be subnetworks that represent the individual modalities in a multimodal model [Lee et al., 2020].
Our group identified this as a potential line of cross-modal research to further explore.
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5 Language-Oriented Multimodal Pretraining (Probe 4)
In our discussion, we proposed the idea that natural language could be the best modality to guide multimodal
pretraining architectures, for the following reasons:

• Sequential Nature: Language, as a modality, is inherently sequential. This characteristic is useful for
guiding the integration of other modalities. One example of language guiding the combination and use
of other modalities is Socratic Models [Zeng et al., 2022], which use language to guide the zero-shot
composition of foundation models to perform multimodal tasks. Our group speculated that language
could, similarly, be used in the pretraining stage align and fuse information across modalities.

• Direct interaction with humans: Natural language is the intermediate modality that humans use to
describe objects and communicate with others. Using the text modality as a decoder for large pretrained
models can help humans interpret and probe what the model is learning during multimodal pretraining.

• Large Language Models (LLMs) are strong learners: Recently, LLMs have been demonstrated
to be strong learners in various diverse downstream task domains [Liu et al., 2023, Zhou et al., 2022,
Tsai et al., 2019], with many of these downstream tasks being multimodal.
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