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Summary: Multimodal machine learning is the study of computer algorithms that learn and improve
through the use and experience of multimodal data. It brings unique challenges for both computational and
theoretical research given the heterogeneity of various data sources.

In week 10’s discussion, the class discussed challenges that arise with multimodal generation, evaluation, and
ethics. The following was a list of provided research probes:

1. What are the qualities we should consider when evaluating outputs from multimodal generation? What
do you think is the best practice to evaluate these qualities? Can we efficiently evaluate these qualities,
at scale?

2. What are some challenges in multimodal generation beyond generating each modality individually?
How can we synchronize generation across multiple modalities?

3. What aspects of multimodal are prerequisites for generation to be possible? For example, how much do
models need to learn regarding heterogeneity, connections, and interactions?

4. There have been many directions towards conditional generation without fully paired data, or paired
data at more coarse granularities (e.g., text-video generation using only text-image data). What is
a taxonomy of weak supervision approaches for generation? How do we know what type of data is
necessary for accurate generation?

5. What are the opportunities and challenges of automatic and human evaluation? How can we combine
the best of both worlds?

6. What are the real-world ethical issues regarding generation? How are these risks potentially amplified
or reduced when the dataset is multimodal, with heterogeneous modalities? Are there any ethical issues
that are specific to multimodal generation?

7. How can we build a taxonomy of the main ethical concerns related to multimodal generation?
8. How can we update our best practices to help address these ethical concerns? Who is better placed to

start this dialogue? How can we make significant changes in this direction of reducing ethical issues?

As background, students read the following papers:

1. (Required) Show me what and tell me how: Video synthesis via multimodal conditioning [Han et al.,
2022].

2. (Required) Grounding language models to images for multimodal generation [Koh et al., 2023].
3. (Suggested) Visual ChatGPT: Talking, drawing and editing with visual foundation models [Wu et al.,

2023].
4. (Suggested) Make-A-Video: Text-to-Video Generation without Text-Video Data [Singer et al., 2022].
5. (Suggested) Holistic Evaluation of Language Models [Liang et al., 2022].
6. (Suggested) What comprises a good talking-head video generation?: A Survey and Benchmark [Chen

et al., 2020].
7. (Relevant) A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination,

and Interactivity [Bang et al., 2023].
8. (Relevant) It’s Raw! Audio Generation with State-Space Models [Goel et al., 2022].
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9. (Relevant) Equivariant Diffusion for Molecule Generation in 3D [Hoogeboom et al., 2022].

We summarize several main takeaway messages from group discussions below:

1 Evaluation (Probes 1, 5)
In Table 1 we outline different factors to consider when evaluating language generation.

Type Definition
Relevance How sensitive are outputs to semantic perturbations of the input?
Consistency How well do outputs match inputs?
Diversity How diverse are outputs?

Robustness How sensitive is the model to noisy (non-semantic) perturbations?
Factuality Does the model give true information?

Realisticness How similar are model outputs to human language?
Bias Does the model carry over bias from its training data?

Toxicity Is there a guard against generating toxic outputs?

Table 1: Factors to consider when evaluating language generation.

Automatic evaluation frameworks have several benefits including efficiency, reproducibility, ease to quanti-
tatively compare model performance, and objectivity. We discussed a few specific methods, datasets, and
metrics we can use to automatically evaluate generated data.

• For relevance, a dataset of multiple choice question format can be made to select outputs that are most
relevant to the inputs.

• For consistency, we can use cyclic reconstruction. For example, for QA tasks, reconstruct the question
from the generated answer and then generate another answer to match with the original answer. For
text to image models, generate an image, use a state-of-the-art image captioning model, and match the
input text to the caption.

• For diversity, we can use entropy of generated outputs as a metric. We can also count how many ground
truth outputs were generated; if this is a large proportion, it would show lack of diversity.

• Bleu score (bilingual evaluation understudy) [Papineni et al., 2002] The bleu score, between 0 and 1,
measures how close a machine translated output matches a professional human translated output.

• Perplexity The PPL score measures the most likely next utterance in a dialogue based on the previous
conversation turns.

• To detect toxicity, train a discriminator with reported data to filter out toxic outputs.

However, automatic evaluation is more difficult to apply to subjective modalities, such as music generation.
Human evaluation frameworks must be used in these scenarios.

2 Challenges in Multimodal Generation (Probe 2)
How can a model choose which modality to generate? For humans, when we text, we naturally
switch between text, image, and video modalities to best convey our thoughts. How can we train a model
to behave this way? For example, in Koh et al. [2023], in dialogue with the model, it is explicitly asked for
an image, but there are situations where the model must select which modality is best to generate without
prompt. In a test dataset, references may contain different modalities (i.e. the model’s output is text and the
reference includes text and video.)

How would we evaluate a model’s output given these differences? One method discussed was learning a
special token for when one modality ends that also contains information about what the next modality is.
Another method discussed was using two special tokens to denote the starts and ends of different modalities.
The modality we want the model to output is the one that conveys the most information. Based on a reward
function, our goal would be to learn succinctness to choose the modality that requires the least amount of
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bits to represent the information. Two challenges we face is how to measure the succinctness of different
modalities and how to tackle long sequence generation while still being faithful.

3 Ethical Issues (Probes 6, 7, 8)
What are the real-world ethical concerns regarding multimodal generation? Multimodal
generation raises a wide array of real-world ethical issues. In Table 2, we present some of the main ethical
issues to consider.

Issues Definition
Job displacement How will generative models affect human work and employment?

Plagiarism How original are the outputs of generative models?
Privacy How will large generative models use the personal data contained in their training sets?

Human creativity How will generative models influence human innovation and expression?
Deepfakes How realistic and harmful are the images, audio, and video generated by models?

Cyberbullying How will generative models affect the abuse and harassment of users and subjects?
Fake news How will generative models affect the creation and dissemination of false or misleading information?

Table 2: Ethical issues in multimodal generation.

How can we address these ethical concerns? We discussed these ethical concerns and put forward
potential solutions to address them.

• Job displacement: Generative models are taking over tasks previously done by humans, which can
lead to job displacement [Eloundou et al., 2023]. However, they can also help humans by automating
mundane tasks, allowing them to focus on more creative and interesting work. So, we must strive for
a responsible and ethical approach to the integration of generative models into the workforce, with a
focus on achieving a sustainable balance between automation and human involvement. The legal and
policy aspects of AI have not kept pace with the rapid progress of research. To avoid serious job loss
issues, policies need to be revised to address these challenges.

• Plagiarism and Privacy: Even though generative models can generate creative content, it is still not
entirely clear if they can create genuinely original ideas without copying and combining existing human
sources. There is currently no foolproof method of identifying the sources used in the generation
process, raising tons of copyright issues [Franceschelli and Musolesi, 2022]. We propose that attribution
models [Yu et al., 2019] can be used to identify the sources used by models to generate content and
digital signatures for authors can be developed to protect their intellectual property. Generative
models might also be trained on personal data from the internet or elsewhere, raising privacy concerns.
Therefore, there is a need for models that can detect personal information in the training data of
a generative model [Hayes et al., 2017] and strategies to measure and reduce the privacy leakage of
generative models.

• Human creativity: It can be argued that generative models are not replacements for human creativity,
but rather tools that can enhance and complement it [Fenwick and Jurcys, 2023]. Humans still have
the ultimate control over the generation and evaluation of creative content. However, to address ethical
concerns about generative models and human creativity, more research needs to be done on the impact
of these models and the role of humans in the creative process.

• Deepfakes, Cyberbullying, and Fake news: The realism and potential harm of the images, audio, and
video generated by models is another ethical issue. Adversarial models such as Generative Adversarial
Networks (GANs) can be used to differentiate between machine-generated and human-generated content.
However, the effectiveness of these models depends on the quality of the discriminator used. Another
concern with deepfakes is the generation of nudity or other fake sensitive content. Before releasing a
powerful generative model to the public, it is necessary to prevent it from being able to generate such
information in pretraining, and develop models that can distinguish real multimodal recordings from
deepfakes [Groh et al., 2022].
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