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Summary: Multimodal machine learning is the study of computer algorithms that learn and improve through
the use and experience of multimodal data. In week 2’s discussion session, the class aimed to formalize a
taxonomy of cross-modal interactions: various ways in which elements from different modalities can relate
with each other and the types of new information possibly discovered as a result of these relationships. The
following was a list of provided research probes:

1. What are the different ways in which modalities can interact with each other in multimodal tasks? Can
we formalize a taxonomy of such cross-modal interactions, which will enable us to compare and contrast
them more precisely?

2. What are the design decisions (aka inductive biases) that can be used when modeling these cross-modal
interactions in machine learning models?

3. What are the advantages and drawbacks of designing models to capture each type of cross-modal interac-
tion? Consider not just prediction performance, but tradeoffs in time/space complexity, interpretability,
and so on.

4. Given an arbitrary dataset and prediction task, how can we systematically decide what type of
cross-modal interactions exist, and how can that inform our modeling decisions?

5. Given trained multimodal models, how can we understand or visualize the nature of cross-modal
interactions?

As background, students read the following papers:

1. (Required) Additive interactions: Does my multimodal model learn cross-modal interactions? It’s
harder to tell than you might think! [Hessel and Lee, 2020]

2. (Required) Grounding interactions: What Does BERT with Vision Look At? [Li et al., 2020]
3. (Suggested) Multiplicative interactions: Multiplicative Interactions and Where to Find Them [Jayakumar

et al., 2019]
4. (Suggested) Cooperative interactions: Cooperative Learning for Multi-view Analysis [Ding and Tibshi-

rani, 2021]
5. (Suggested) Visualizations and ablations: Vision-and-Language or Vision-for-Language? On Cross-

Modal Influence in Multimodal Transformers [Frank et al., 2021]
6. (Suggested) Visualizations and ablations: Seeing past words: Testing the cross-modal capabilities of

pretrained V&L models on counting tasks [Parcabalescu et al., 2020]

We summarize several main takeaway messages from group discussions below:

1 Taxonomy of Cross-Modal Interactions

In Table 1, we summarize an initial taxonomy of cross-modal interactions. These interactions depend on
the input modalities, model of choice, and task at hand. Furthermore, each category may not be mutually
exclusive (e.g., additive interactions are a special case of multiplicative ones) and this taxonomy is not
exhaustive. Future work should further refine and formalize these preliminary definitions, with the eventual
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Table 1: An initial taxonomy of cross-modal interactions.

Type Definition Reference
Additive addition of unimodal predictions/representations [Hessel and Lee, 2020]

Multiplicative
higher-order interactions (vector, matrix, tensor products)

between unimodal representations
[Jayakumar et al., 2019]

Cooperative agreement between unimodal predictions/representations [Ding and Tibshirani, 2021]
Grounding matching semantic information between unimodal sub-units [Li et al., 2020]
Equivalence modalities produce the same information such that one can replace the others [Martin, 2002]
Specialization modalities produce unique information not contained in others [Martin, 2002]

Transfer using information from one modality as input to another [Martin, 2002]
Complementarity combining information to enhance or emphasize the qualities of each other [Martin, 2002]

goal of summarizing the inductive biases suitable for capturing each type of cross-modal interaction, while
considering the advantages and drawbacks of each design decision (tradeoffs in prediction performance,
time/space complexity, interpretability, and so on).

2 Measuring/visualizing cross-modal interactions in data
Given an arbitrary dataset and prediction task, how can we systematically decide what type of cross-modal
interactions exist, and how can that inform our modeling decisions?

Generally, human annotation can help us understand the nature of cross-modal interactions in multimodal
tasks. We may be able to ask annotators how they make specific annotation decisions (how they think),
which can tell us about modality importance and cross-modal interactions used in the data. However, it may
be hard for humans to verbalize their thinking process. Since datasets are typically created with humans in
the loop, we can ask annotators to make the minimal modifications to each modality to result in a different
interaction/prediction, which gives insights on the nature of cross-modal interactions in data.

Connecting to the study of human reasoning in neuroscience, we can perform a brain scan (e.g., fMRI) to
observe neural activity while annotators complete the tasks, which could shed light on how humans are
integrating information from different modalities. However, as a caveat, the workings of the human brain are
still very poorly understood. In contrast to the human brain where vision occupies the most space, language
(text) is currently the dominant modality in multimodal datasets.

Furthermore, it is typically also a good idea to also start with strong unimodal baselines on multimodal tasks
to check for biases in the task and whether cross-modal interactions are needed in the first place.

3 Measuring/visualizing cross-modal interactions in models
Given trained multimodal models, how can we understand or visualize the nature of cross-modal interactions?
The class came up with several ideas:

3.1 Extending EMAP

EMAP [Hessel and Lee, 2020] was proposed to decompose black-box multimodal models into the closest
additive model approximating the original model’s predictions. EMAP could be extended to detect cross-
modal interactions: since the original approach measures the difference in output logits between unimodal
components and multimodal components, the difference between these 2 logits contains the cross-modal
information. We may be able to to cluster these vectors to obtain a categorization of different cross-modal
interactions that exist in the original data, and visualize the corresponding original datapoints to identify the
type of cross-modal interactions they belong to.

3.2 Studying model-specific attention heads

Existing models like Multimodal Transformers [Vaswani et al., 2017, Li et al., 2019, Tsai et al., 2019]
have the capacity of capturing arbitrary types of interactions using self-attention mechanisms between 2
modality sequences. We can treat attention heads as a full matrix and use pruning to discover the most
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informative attention weights between modality sub-units which summarizes additive/multiplicative/grounding
interactions, in a manner similar to Li et al. [2020]. Another idea is to discretize the interaction space (e.g. [Li
et al., 2020]) which can help us in further visualizations.

3.3 Data manipulation

Some datasets can be solved without modeling cross-modal interactions, while others require models to do
so [Hessel and Lee, 2020, Liang et al., 2021]. With this insight, we can try to create focused datasets capturing
specific types of interactions as a benchmark for whether models indeed discover them. These datasets can be
designed adversarially, such as ablating the input data and measuring the impact on model outputs which can
help visualize the nature of cross-modal interactions (e.g., modality importance and symmetry). Ablating the
input data also has nice interpretations in causal and counterfactual reasoning as a step towards measuring
robustness in multimodal models. Inspired by dynamic benchmarks in NLP [Kiela et al., 2021], we can
add noise to (perturb) the data and see how humans respond in the same task. As a further step, we can
see the minimal amount of perturbation required to push the model back to random to study cross-modal
interactions.
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