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Summary: Multimodal machine learning is the study of computer algorithms that learn and improve
through the use and experience of multimodal data. It brings unique challenges for both computational and
theoretical research given the heterogeneity of various data sources.

In week 14’s discussion session, the class aimed to address the challenges in multimodal generation. Topics of
interests included the technical challenges in multimodal generation, the evaluation of generation quality, and
potential ethical issues of generative models. The following was a list of provided research probes:

1. What are some challenges in multimodal generation beyond generating each modality individually?
How can we synchronize generation across multiple modalities?

2. What degree of multimodal modeling is required for these cross-modal generation to be possible? For
example, how much do models need to learn regarding cross-modal interactions, alignment, reasoning,
etc?

3. What are the qualities we should consider when evaluating outputs from multimodal generation? What
do you think is the best practice to evaluate these qualities? Can we efficiently evaluate these qualities,
at scale?

4. What are the opportunities and challenges of automatic and human evaluation? How can we combine
the best of both worlds?

5. What are the real-world ethical issues regarding generation? How are these risks potentially amplified
or reduced when the dataset is multimodal, with heterogeneous modalities? Are there any ethical issues
that are specific to multimodal generation?

6. How can we build a taxonomy of the main ethical concerns related to multimodal generation?
7. How can we update our best practices to help address these ethical concerns? Who is better placed to

start this dialogue? How can we make significant changes in this direction of reducing ethical issues?

As background, students read the following papers:

1. (Required) VisualGPT: Data-efficient Adaptation of Pretrained Language Models for Image Captioning
[Chen et al., 2021]

2. (Required) Zero-Shot Text-to-Image Generation (DALL-E) [Ramesh et al., 2021]
3. (Required) Hierarchical Text-Conditional Image Generation with CLIP Latents (DALL-E 2) [Ramesh

et al., 2022]
4. (Required) On the Dangers of Stochastic Parrots: Can Language Models Be Too Big? [Bender et al.,

2021]
5. (Suggested) The social impact of deepfakes [Hancock and Bailenson, 2021]
6. (Suggested) What a machine learning tool that turns Obama white can (and can’t) tell us about AI

bias [Vincent, 2020]
7. (Suggested) What comprises a good talking-head video generation?: A survey and benchmark [Chen

et al., 2020]
8. (Suggested) Defending against neural fake news [Zellers et al., 2019]
9. (Suggested) Lessons from the PULSE Model and Discussion [Kurenkov, 2020]
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10. (Suggested) Text-to-Image Generation Grounded by Fine-Grained User Attention [Koh et al., 2021]
11. (Suggested) Training for Diversity in Image Paragraph Captioning [Melas-Kyriazi et al., 2018]
12. (Suggested) Multimodal Abstractive Summarization for How2 Videos [Palaskar et al., 2019]
13. (Suggested) Extracting Training Data from Large Language Models [Carlini et al., 2021]
14. (Suggested) What Makes Tom Hanks Look Like Tom Hanks [Suwajanakorn et al., 2015]
15. (Suggested) Video Generation From Text [Li et al., 2018]

We summarize several main takeaway messages from group discussions below:

1 Multimodal Generation Tasks

Table 1: Different tasks in multimodal generation.

Task Description

Summarization
Summarizing the information from some multi-modal input. For instance,
generating a concise textual summary of an audio-visual news broadcast.

Translation
Translating one modality to another. Generating images based on textual descriptions is

a widely studied example.

Creation
This involves going from some small input specification to a larger, multimodal output.
For example, generating an audio-visual video based on a short textual description.

Such tasks receive less attention, likely because they are more challenging.

We outline three broad categories of tasks that fall under the umbrella of multimodal generation: summariza-
tion, translation, and creation. We provide short descriptions of these tasks in Table 1.

Summarization involves summarizing the information from some large, multimodal input in a more concise,
easily digestible form. For example, providing a concise textual summary of an audio-visual news broadcast
would be one example of multimodal summarization. The summary itself could also be multimodal by
incorporating relevant visual elements from the broadcast into the summary.

Translation is perhaps the most commonly studied of the three categories. It involves generating one modality
from another. A common example is generating images from textual descriptions like DALL·E 2 [Ramesh
et al., 2022].

Creation typically involves going from some small, concise input to a larger, more complex multimodal output.
An example would be generating some audio-visual video based on a textual description. This area has
received the least attention likely because it is the most challenging of the three discussed. For instance,
ensuring the coherence of audio and visual indicators for spoken dialogue would be very difficult.

Across the different generation tasks, going beyond textual descriptions and coordinating between multiple
modalities for generation is an important area for further study. For instance, a generation method could
take an audio description as input or a language-visual input.

2 Challenges in Multimodal Generation

We also outline several core challenges in multimodal generation: controllability, compositionality, synchro-
nization, and capturing long tail phenomena. We provide short descriptions of these in Table 2.

Controllability is desirable in multimodal generation models since a user may want to generate photo-realistic
images in a specific artistic style. For controllability, potential approaches include explicitly guiding the
decoding process through latent variable models or exploring different sampling schemes.

Multimodal generation models should also be able to understand complex, compositional inputs and ap-
propriately generate compositional outputs across different modalities. The recent Winoground challenge
demonstrates that many language-visual models fail to correctly interpret non-standard compositional lan-
guage and images [Thrush et al., 2022]. Strong unimodal language models have made significant progress at
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Table 2: Challenges in multimodal generation.

Challenges Description

Controllability
Fine-grained control over generation models is desirable. For instance,

a user may wish to generate an image in a certain style.

Compositionality

Multimodal generation models need to handle complex, compositional inputs.
Recent work has shown that current multimodal methods often fail to handle

non-standard compositions (e.g. distinguishing “a lightbulb surrounding some plants”
from “some plants surrounding a lightbulb ”).

Synchronization
For creation tasks that involve generating multiple modalities, the modalities must be

synchronized. For example, the audio of people speaking in a video must match
the movement of their mouths.

Capturing long
tail phenomena

Many generative models suffer from some form a mode collapse and fail to generate
rare, but valid, phenomena. A generative model would ideally be able to generate

unique compositions that are not well-represented in their training set.

understanding compositional language [Brown et al., 2020], but a wider gap seems to appear when shifting to
the multimodal setting. Figuring out how to close this gap presents an interesting research challenge.

Synchronization is another important concern for creating tasks where multiple modalities are being generated.
It is critical that modalities are synchronized appropriately for generation to be semantically coherent. For
instance, generating dialogue in a video involves synchronizing a unique voice with a person speaking in the
clip. The voices would also need to remain consistent across utterances. Evaluation of synchronization is an
important challenge because developing automated evaluation is non-trivial. Human evaluation is a possible
alternative, but that comes with its own drawbacks such as a lack of reproducibility.

Effective multimodal generation models should be able to capture long tail phenomena that may not be
well-represented within their training dataset. This challenge is related to the problem of mode collapse
that has been observed with generative models such as GANs [Goodfellow et al., 2014a]. To handle the
last challenge, it is important to generate diverse images, while still remaining faithful to the text that is
prompting the generation. Language is very expressive and presents a natural way to represent different
modalities. Language descriptions can be left intentionally vague or can be very specific depending on the
intent of the user. Utilizing complex, highly specific language descriptions for generation will, however, also
increase the difficulty of the generation task. Exploring whether alternative representations (e.g. symbolic)
could be developed to guide generative models with greater control is an interesting research direction.

3 Representations for Multimodal Generation

3.1 Self-supervised representations

Many previous works map the input modalities into a single joint latent space, which is later used to generate
the desired output modality. Recently, methods such as Data2Vec [Baevski et al., 2022], and Merlot Reserve
[Zellers et al., 2022], rely on self-supervised multimodal learning, where the core idea is the predict a masked
portion of the joint latent representations of the full input data, similar to that of a masked language modeling
task in NLP. Though these methods show tremendous success, they require extremely large training datasets
(20 million videos, 1 billion frames) and significant compute resources for training.

3.2 Coordinated representations

The human brain seems to have multiple representations working simultaneously, and it is highly unlikely
that our brain’s representation of multiple modalities is simply a d-dimensional vector. (1) Is there a different
way to represent each modality and (2) coordinate them in a way like our brain does? How do we generate
coherent output with coordinated representations (e.g. brain generates 3D scene from vision). Is it possible
to have joint generators instead of separate generators, so that we can better synchronize generation across
modalities?
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3.3 Structured representations

What kind of structure is appropriate for each generation task (i.e., image generation, video generation)?
Rather than feeding in raw images as input, investigating structured input representations such as knowledge
graphs or scene graphs, could be promising directions of research [Johnson et al., 2018].

4 Evaluating Generated Content
A key challenge in generation problems is evaluation. In many specific applications, including but not
limited to speech synthesis [Cambre et al., 2020], gesture generation [Wolfert et al., 2022], and language
modelling [Papineni et al., 2002, Lin, 2004, Banerjee and Lavie, 2005, Vedantam et al., 2015], codifying an
all-encompassing evaluation metric that can capture naturalness and humanlikeness has been a core research
direction. Separately, (1) designing a differentiable loss term, (2) an evaluation metric for hyper parameter
tuning, and (3) human studies to measure whether the generation models are exhibiting desired properties are
all important research problems. Furthermore, increasing efforts are being made to reduce the gap between
automatic and subjective evaluations. For instance, in speech representation learning, HuBERT [Hsu et al.,
2021], offers 3 different metrics of target quality (phone purity, cluster purity, phone-normalized mutual
information).

In earlier works, carefully designing losses or reward functions that penalize/reward certain behaviors were a
core line of research. A way to alleviate defining specific desired properties is to learn this function directly
from data, which is specifically what a GAN [Goodfellow et al., 2014b] does. Now the question then lends
itself to, what does a discriminator really learn? Could we extract the properties that define a good generator
by carefully examining the discriminator? An approach to do this would be to reverse engineer a neural
network as proposed by a group of researchers at Open AI [Cammarata et al., 2020].

5 Biases in Generation
Before actually deploying generation models, we need to carefully consider the ethical considerations sur-
rounding their use. Language is a social construct, as a result, it will inevitably contain biases. Consequently,
in large-scale language models, such as GPT-3, we see negative associations with race, gender, and religion.
Furthermore, GPT systems have been shown to encode harmful bias across identities, which include abusive
language [Bender et al., 2021, Abid et al., 2021, Brown et al., 2020]. The problem of encoding biases regarding
demographic groups has also been found in multimodal generation [Mishkin et al., 2022]. Furthermore,
existing measures intended to prevent undesireable behavior can often be circumvented. For example, although
DALL·E 2 prohibits the use of the word “blood”, the phrase “a pool of red liquid“ can be used to generate
an image that looks like it has a pool of blood [Mishkin et al., 2022].

Recently, OpenAI released PALMS [Solaiman and Dennison, 2021], which describes a process to improve
model behavior by crafting and fine-tuning on a dataset that reflects a predetermined set of target values.
Such methods that can be used to quickly adapt models to reflect societal values is important. Moreover,
developing models that are aware of biases in their predictions should be prioritized as the next step.
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